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Abstract. In this paper we propose a new VLSI algorithm for an integer based discrete sine 

transform (IntDST) that allows an efficient VLSI implementation using systolic arrays. The 

proposed algorithm have all the benefits of an integer transform as a good approximation of 

irrational transform coefficients and allows an efficient restructuring into a regular and 
modular computation structure that allows an efficient VLSI implementation using systolic 

arrays. An efficient VLSI architecture for discrete sine transform can be obtained that 

allows an efficient incorporation of the obfuscation technique that significantly improves 

the hardware security and offering high speed performances due to a concurrent 

computation and using pipelining technique at a low hardware complexity. 
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1. Introduction 

 

amount of data at high speed and using resource constrained devices. It was one of 
the main beneficiaries of new researches in related fields as electronics, 

telecommunications, information technologies and VLSI (Very Large Scale 

Integrated Circuits) technology. It includes important research areas as image 

compression, accurate data transmission in real time using low area processors with 
high performance and working at high speed and more Some examples of such 

applications that benefit from the latest developments in the research area include 

for example image and video via the Internet, digital libraries and telemedicine. 
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With the advancement of the telemedicine field, applications in real-time 
multimedia have evolved in order to support the high requirements in this area, 

thus an efficient use of the VLSI technology using Field Programmable Gate Array 

(FPGA) or Application Specific Integrated Circuits (ASIC) has become necessary. 
One important algorithm used in data compression and transmission is the discrete 

sine transform (DST) [1] that represents a good approximation of the statistically 

optimal Karhunen-Loeve transform for low correlated images   

In order to achieve an efficient VLSI implementation there is necessary to 
reformulate or to design dedicated algorithms.  

To obtain a good VLSI algorithm for DST it is important to afford a special 

attention for the data flow in the algorithm. It is well known, as for example in case 
of Fast Fourier Transform (FFT),  that the communication complexity is even more 

important than computational ones. So, it is important to find or to design regular 

and modular computational structures as for example cyclic convolution and 
circular correlation that have important advantages over other ones due to its 

specific data flow involving efficient input/output and data transfer operations 

especially in the case of using distributed arithmetic [2] or systolic arrays [3]. Thus, 

several solutions have been proposed for a VLSI implementation of some Digital 
Signal Processing (DSP) algorithms based on cyclic convolution or circular 

correlation [4]-[10]. 

It was shown that the important advantages of using circular correlation or cycle 
convolution from a VLSI implementation point of view can be extended to other 

structures as for example skew-circular and pseudo-circular correlations or band-

correlation [11]-[13]. 

In this paper, we are presenting a new VLSI algorithm for DST based on small 
integers called Integer DST that allows an efficient algorithm transformation that 

allow an efficient solution for a VLSI implementation of DST. The obtained VLSI 

algorithm has a reduced hardware complexity leading to hardware implementation 
with a reduced number of multipliers. The obtained computational structures can 

be used to obtain all the advantages of the cyclic convolution and circular 

correlation structures-based VLSI implementations as a modular and regular 
architecture a high speed using pipelining and parallelism and local connections 

and a low I/O cost using a systolic array architectural paradigm. Besides the 

mentioned advantages the proposed computational structures can lead to an 

efficient incorporation of the obfuscation technique. 
 

2. A low complexity algorithm for the VLSI Implementation of DST based on 

band-correlation structures 

 

The 1-D DST is defined as: 

     (1) 

Y k = x(i)∙sin[(2i+1)k∙α]

N-1

i=0
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for k = 1, …, N 
where: 

        (2) 

We can write Equation (1) in a matrix-vector product as follows: 

 

  (3) 

where Y(k) represents the auxiliary output sequence and x(i) the real input 

sequence. 

Using similar ideas as in [14] where the matrix used for integer DCT is: 
 

     (4) 

we are designed a new integer DST given by the following equation: 
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   (5) 

 
Besides the general advantages of integer algorithms as an efficient implementation 

of the multipliers due to the fact that the integer coefficients can be represented 

exactly using a small number of bits, the proposed integer algorithm allows an 

efficient algorithmic transformation for an efficient hardware implementation using 
systolic arrays. Moreover, the obtained algorithm based on computation structures 

𝛼 = 𝜋/2𝑁 
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of a specific form and its associated VLSI architecture allows an efficient 
incorporation of the obfuscation technique. 

We can reformulate (5) as two quasi-circular correlation structures and obtain a 

matrix-vector product as follows: 
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where Y(k) represents the output sequence and x(i) the  input sequence 

We have noted 

xp(0,7) = x(0) + x(7)        (7) 

xp(2,5) = x(2) + x(5)        (8) 
xp(4,3) = x(4) + x(3)        (9) 

  xp(6,1) = x(6) + x(1)        (10) 

 
As it can be seen in (6), all the elements from the inverse diagonal coincide 

obtaining the specific form  called quasi-circular correlation.  
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where Y(k) represents the auxiliary output sequence and x(i) the auxiliary input 

sequence 

The matrix-vector product from equation (11) has the same specific form as in 
equation (6) but at a half-length. 

We have noted 

 

xn(0,7) = x(0) - x(7)       (12) 
xn(3,4) = x(3) - x(4)       (13) 

xn(2,5) = x(2) - x(5)       (14) 

xn(1,6) = x(1) - x(6)       (15) 
 

    (16) 

45)]7()6()5()4()3()2()1()0()[64/1()4( −−++−−+= xxxxxxxxY    17) 

We have noted 

xn(0,7,3,4) = xn(0,7) – xn(3,4)     (18) 

 xn(2,5,1,6) = xn(2,5) – xn(1,6)     (19) 
 

Based on (18) and (19) we can reformulate (16) and (17) as  below: 

                      Y(8) = xn(0,7,3,4) + xn(2,5,1,6)    (20) 

45]6,1,5,2()4,3,7,0([)64/1()4( += nn xxY    (21) 

𝑌(8) = 𝑥(0)− 𝑥(1) + 𝑥(2)− 𝑥(3) + 𝑥(4)− 𝑥(5) + 𝑥(6)− 𝑥(7) 
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3. Architecture of the VLSI implementation of integer DST  

 

In the Fig.1 and Fig.2 we present the hardware core of the VLSI architecture that 

implements the integer based DST. In Fig. 1 it is presented the systolic array that 
implements equation (11) and in Fig. 2 we have the systolic array that implements 

equation (6) of the VLSI implementation of the integer DST. Thus, the hardware 

core is formed of two linear systolic arrays as presented below: we have 4 
elementary processors PEs for the implementation of equation (6) and 2 elementary 

processors PEs for the implementation of equation (11) in each processor element 

we have one simple multipliers where one of the operands has only 6 bits. This 

allow a significant reduction of the hardware complexity. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The systolic array for the equation (11). 

 

As it can be seen from equations (6), (9), (11), (16) and (17), the number of 

multiplications is significantly reduced in a such way that instead of 64 
multiplications from equation (3) we are using only 7 simple multipliers with small 

integers represented on 6 bits. 

The pre-processing and post-processing stages are used to implement the equations 
(7)-(10,  (12)-(15) and (18),(19) ,which are only additions and subtractions and are 

used to compute the input and the output sequences. 

The function of the elementary processing elements PEs from the two systolic 

arrays presented in Fig. 1 and Fig. 2 it is shown in Fig. 3. 
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Fig. 2. The systolic array for the equation (6). 

 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

Fig. 3. The function of a Pe. 
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As can be seen in Fig.3, the data enters in the processing element PE’s and is 
controlled by the control bit, ts. The input sequence x(i) is stored in the 

corresponding PE, thus x(0,7) will be memorized in PE1, x(2,5) will be memorized 

in PE2, x(4,3) will be memorized in PE3 and x(6,1) will be memorized in PE4; 
Then  they will be used to calculate one line from the computational structure 

presented in equation (6). The data and the coefficients are circulating at half the 

speed of the partial results which are circulating through the second pipeline. The 
control bit is used to memorize the input data is the right processor and then used 

for the next computations. When   the control bit is 1, the data is memorized and 

after this the recorded data is used in the next computations. 

The main advantage of the proposed solution consists in its reduced computational 
complexity that imply a reduced hardware complexity. Thus, as can be seen in 

equation (3), instead of 64 multipliers we are using in the final implementation 

only 7 multipliers and their complexity has been significantly reduced as they 
implement a multiplication with a small integer represented exactly using only  6 

bits. So, the hardware complexity is significantly smaller as in [15].  Also the 

number of the adders can be significantly reduced using sub-expression sharing 

using equations (7)-(10) and (12)-(15). Moreover the proposed solution has all the 
advantages of using modular and regular computational structures as cycle-

convolution and circular correlation in the VLSI implementation of the discrete 

transforms as regularity, modularity and local interconnections and also a high 
throughput specific to systolic arrays by using pipelining and parallelism. 

Moreover, due to the specific form of the computational structure used called 

quasi-cycle convolution it is possible to efficiently implement a hardware security 
technique called obfuscation using similar ideas as presented in [16]. 

 

4. Conclusion 

 

In this paper it is proposed an integer algorithm for the VLSI implementation of 

DST that allows an efficient algorithm transformation for an efficient hardware 

implementation based on a special computation structure. As it has been shown, the 
proposed algorithm has a low arithmetic complexity which leads to a low hardware 

complexity and high-speed performance. Moreover, due to the fact that all the 

coefficients used are represented using small integers that can be represented 
exactly using a small number of bits we can obtain an efficient implementation of 

multipliers. The obtained systolic array besides a small number of I/O channels, 

low hardware complexity and a high performance with low I/O costs, allows an 

efficient implementation of the obfuscation technique. The VLSI architecture 
proposed is modular, it has a low bandwidth and is highly regular. 
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